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Competitive Programming 
at OpenAI

Many at OpenAI have backgrounds in 
competitive programming.

Several of us work on reasoning —

      making models that can think for longer

A few of us are here on-site in Sucre:

Alexander Wei
IOI’15 contestant

Oleg Murk
IOI’95, IOI’96, IOI’97 contestant

Zheng Shao
IOI’99 contestant

Yaroslav Tverdokhlib
IOI’09 contestant
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Competitive Programmers 
and AI Research?

1. Constant learning. AI as a field progresses quickly; 
you are always learning to think in new ways.
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Competitive Programmers 
and AI Research?

1. Constant learning. AI as a field progresses quickly; 
you are always learning to think in new ways.

2. Hard problem-solving. That’s research!

3. Systematic thinking. Even in deep learning, the right 
concepts and theoretical foundations go a long way.

Every once in a while, I get to solve an algorithm design 
problem too!
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Measuring AI Progress with 
Competitive Programming

Competitive programming problems are:

1. Difficult — problems require significant 
reasoning effort to solve

2. Objective — easily verifiable with 
hidden test cases
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Measuring AI Progress with 
Competitive Programming

Competitive programming problems are:

1. Difficult — problems require significant 
reasoning effort to solve

2. Objective — easily verifiable with 
hidden test cases
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AI + Real-world Coding

Progress in reasoning transfers to 
real-world programming.
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AI + Real-world Coding

Codeforces Div. 2 A
0.125 hours

(GPT-4, April 2023)

IOI problem
 2 hours

(o3, April 2025)

Progress in reasoning transfers to 
real-world programming.

But real-world problems are also much 
more complex …  
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AI + Real-world Coding

Codeforces Div. 2 A
0.125 hours

(GPT-4, April 2023)

IOI problem
 2 hours

(o3, April 2025)

Research breakthrough
8,000 hours

(???)

Progress in reasoning transfers to 
real-world programming.

But real-world problems are also much 
more complex …  
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● Base models: GPT4
○ Neural networks
○ Billions of parameters
○ Trained on GPUs
○ Transformer architecture
○ Next word / token prediction loss
○ Optimized using gradient descent
○ Pretrained on a subset of Internet

● Reasoning models: o1, o3
○ Reinforcement Learning (RL)
○ Tasks with Verifiers
○ Chain of Thought (COT)
○ Tool use, eg python

15

OpenAI Large Language Models (LLMs)
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LLM Chain of Thought Example
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● Pre-training performance scales with:
○ Amount of data
○ Model size
○ Train-time compute

● RL performance scales with:
○ Amount of tasks
○ Train-time compute
○ Test-time compute

● Test-time strategies:
○ Multiple samples
○ Consensus
○ Ranking function
○ …

LLM Performance Scaling
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● Train custom model for IOI starting from o1
○ Programming tasks + Test suites

● Sample 10K solutions
○ Split problems into separately gradable parts 

● Filter by public tests

● Generate test cases
○ Sample generators from o1

● Cluster solutions
○ That produce the same test outputs

● Rank clusters and submit top 50
○ Learned ranking function

o1-ioi (September 2024)
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o1-ioi (September 2024)
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● Use generic o3-preview model for IOI
● Sample 1024 solutions
● Pick top 50 solutions by longest test-time compute

20

o3-preview (December 2024)
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o3-preview (December 2024)
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● Emergent behaviors
○ Error correction
○ Trying multiple strategies
○ Breaking down problems
○ Writing tests & comparing to slower solution

23

o3-preview (December 2024)
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SWE-bench: real-world software issues from GitHub
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● Compute-hungry

● Training data is limited

● Reward / verifier hacking

● Models generalize … but not as good as humans

● Hence new types of IOI problems can be more challenging

25

LLM Reasoning Challenges
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https://arxiv.org/abs/2502.06807

https://arxiv.org/abs/2502.06807

